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Abstract

Flexibility estimation is the first step necessary to incorporate building energy systems into
demand side management programs. We extend a known method for temporal flexibility esti-
mation from literature to a real-world residential heat pump system, solely based on historical
cloud data. The method proposed relies on robust simplifications and estimates employing
process knowledge, energy balances and manufacturer’s information. Resulting forced and
delayed temporal flexibility, covering both domestic hot water and space heating demands as
constraints, allows to derive a flexibility range for the heat pump system. The resulting tempo-
ral flexibility lay within the range of 24 minutes and 6 hours for forced and delayed flexibility,
respectively. This range provides new insights into the system’s behaviour and is the basis for
estimating power and energy flexibility - the first step necessary to incorporate building energy
systems into demand side management programs.
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Introduction

Flexibility estimation of building energy systems (BES) provides the basis for residential de-
mand side management (DSM), which manages consumption to improve overall system effi-
ciency [1]. Chen et al. [1] classify and discuss reliable methods for DSM with thermal energy
storages (TES) to provide flexibility in buildings, concluding division of flexibility into positive
and negative components as essential.

A typical configuration of BES for DSM studied in literature comprise heat pump (HP) systems
for space heating (SH) [2] or domestic hot water (DHW) supply [3], which exhibit flexibility
via building mass and thermal energy storage [4, 5]. Arteconi et al. [2] analyzed HPs with
radiators, underfloor heating and TES, depicting influences on the building occupant’s thermal
comfort. Underfloor heating (high thermal inertia) maintained the thermal comfort even with-
out TES, whereas radiators (low thermal inertia) made the inclusion of a TES necessary. Kep-
plinger et al. [3] investigated a cost-optimization-driven domestic hot water heater (DHWH) by
taking user thermal comfort and reduced sensor information for state estimation into account
[6]. Results showed energy and cost savings compared to alternatively night-tariff switched
DHWHs [3]. D’hulst et al. [4] showed that DHWH with TES show the highest potential of all
household appliances for DSM to provide the most stable flexibility over time. Hewitt et al. [5]
stated, that the role of HPs cannot be underestimated in an effort to integrate greater amounts
of electricity since the dynamics of even relatively simple buildings already allows a degree of
thermal management.

However, to benefit from the potentials reported, flexibility estimation has to be provided at low
technological and economic costs [7]. Finding an optimal integration solution with the lowest
cost, potential flexibility should already be considered in planning phase of the HP system; for
scalable solutions and broader knowledge about flexibility use, HP pools should be considered
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[7, 8]. Different flexibility estimation and assessment methods are discussed in literature [4,
8,9, 10, 11, 12], but rarely applied to settings of real-world implementation, struggling with
reduced sensor information [6]. Several studies in literature quantify flexibility, but a unique
definition still does not exist; but it is clear that the inclusion of DSM becomes increasingly
important [9, 8]. Arteconi et al. [8] also illustrate that flexibility is mostly characterized by:
amount of power change, duration of change, rate of change, response time, shifted load, and
maximal hours of load shifted. Additionally, they assess the potential during operation time
with the occurrence of specific events like demand response control signals, where the most
relevant parameters are temporal flexibility, power capacity, and energy shifted.

Similar to Arteconi et al. [8], Fischer et al. [10] introduce characteristic flexibility parameters
like maximum power, mean power, shiftable energy, duration time, and regeneration time for a
heat pump pool, suggesting duration of activation and regeneration as new flexibility parame-
ters to get insights on shifting cycles. Nuytten et al. [11] separate flexibility estimation into a
forced and delayed component, where depending on BES including TES, has an almost linear
influence on flexibility. Thereby, no distinction between SH and DHW was made. Stinner et
al. [12] distinguish between temporal, power and energy flexibility including average and cycle
flexibilities, which makes aggregating flexibilities on a higher level possible, e.g. district level
or electrical grid. In summary, the literature shows a gap, where the distinction of flexibility
between DHW and SH operation is neglected and real-world implementation, struggling with
reduced sensor information is rarely considered. We adapt the method proposed by Stinner et
al. [12] to estimate the temporal flexibility of a real-world heat pump system supplying SH and
DHW based on historical cloud data available to a heat pump manufacturer and operator.

Methodology

According to Stinner et al. [12], temporal flexibility can be divided into forced and delayed
temporal flexibility. The former refers to the maximum operation time of the HP until the
storage is fully charged, the latter to the time until full depletion of the storage. We adapt
this method to derive a combined forced and delayed flexibility range (Figure 1, bottom). A
real-world heat pump system with stratified storage for DHW and SH is considered (Figure
1, top). Due to usual cost reductive measures, the system comes without all needed pressure,
temperature, power and flow metering. Instead, our approach only uses a given compressor’s
map of characteristics and those sensors which are needed for operation. Measurements avail-
able include evaporation temperature, flow temperature, DHW temperature, SH temperature,
and operation times. These reduced information forces us to make assumptions on the calcu-
lation of electrical power P, cooling power Qcool, DHW demand QDHW and SH demand QSH
(Figure 1, middle). On the one hand, determining electrical power and cooling power by using
the compressor’s map of characteristics, on the other hand determining DHW and SH demand
by using process knowledge and forward calculation. The proposed method not only can be
transferred to other heat pump systems but also provides the basis for a cloud-based system to
estimate the flexibility of a fleet of heat pumps. In the following sections, the necessary steps
are explained in more detail.

Defining operation times for DHW and SH via compressor run time sensors allows distinguish-
ing the specific operation mode. The heat pump either is operated to supply heat for DHW or
SH, also it might be switched off, i.e., the total set of discrete-time steps 7 = {t1,--- ,t,} can
be divided into disjoint subsets,

T = Touw U Tsu U Torr. (D
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Figure 1. Schematic of the method proposed to derive a temporal flexibility estimation.

To easily formulate relationships for both operation modes, we refer to the subscript -vopE,
e.g., Tmopg can refer to Tsy or Tpuw.

Polynomial approximation of the compressor’s map of characteristics is used to calculate the
cooling power Qcoo1 and electrical power F, of the compressor, as no power or energy meter
is available. The required power is estimated by using the foregoing estimated operation times
T for MODE and polynomials are given by the manufacturer. The power polynomials require
condensation temperature 7., and evaporation temperature 7., for the estimation. Since the
condensation temperature is not recorded by measurement, the flow temperature is used as an
estimate of the condensation temperature, i.e. 7T.,ng = Thow- the coefficients Cy — Cy of the
polynomials to estimate electric power and cooling power are provided by the manufacturer,

Pamone = Co + C1Tevap + CoThow + C3T62vap + CyTvapThiow + C5Tﬂ20W

+ 06T33vap + C7Tﬂ0WT32vap + C8ﬂvapT1120w + Cng?ow? (2)
Qcool,MODE - C(0 + Cl Tevap + C(QCZjﬂow + C3T62vap + C(4frevap,—rﬂow + C5T[$0W
+ CGTe3vap + C(7,1—"1:10W,'Z—"eQ\/ap + C8j—évapTﬂ2()w + CgTésow' (3)

Then, at each timestep ¢, the heating power Qi for both modes of operation, DHW and SH,
can be calculated as follows:

Qin,MODE(t) = Pumopk(t) + Qcool,MODE(t)- “4)
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Determination of heat transfer characteristics (U A)ppw and (U A),, of the TES, as well as the
thermal storage capacities Cpgw and Csy are based on the hydraulic scheme provided by the
manufacturer. Assuming a perfectly stratified storage enabled through stratification switches
leads to the following energy balances for each operation mode:

C(MODE dT

dt = Qin,MODE (t) - Qloss,MODE (t) - Qdem,MODE(t)- (5)

We assume the heat transfer from the heat pump to the storage to take place in the specific
storage layer and no overlapping of the two storage layers at all times.

TES capacities Cpgw and Csy are determined, identifying the shortest heating period, for which
losses are assumed to be negligible and no demand occurs:

Z? Qin mopk (t) At
C = — , where (6)
MODE Tmobk(t2) — Tvope(t1)

t1,t9) = to — 11, h that 7

(t1,t2) = arg  min t, —t,, such tha (7)
Twopg(t2) = TyupMODEs (8)
Tmopk (t1) = TlowMODE> )
Qinmopi(t) > 0Vt € [ty,ts]. (10)

Here (7., mopk and Tiow, mopE) refer to the upper and lower set point temperature, respectively.

Analogously in equation (15), heat transfer characteristics (UA)p and (UA)g,; have been
determined, by using maximum duration non-heating periods, assuming to reflect no demand,

Ztl QossMopE (1) Al

UA , wh 11

(U A)mope = Tvope(t2) — Two where (1)
— h th 12

(t1,t2) = rgtlrtglg%w ty — t1, such that (12)
Twope(t1) = TupMoDEs (13)
Tvope(t2) = TiowMODE> (14)
Qinmopi(t) = 0Vt € [t1,to] . (15)

Reformulating equation (5) with parameters (U A)mopg and Cyopg allows determining the de-
mand as follows:

Qaemmone(t) = Qinmope (t) — (U A)yioog (Tmope(t) — T (t)) (16)
— Cwviope (Tvope(t + At) — Tvope(t)), Vt € Tuope.

The maximum available TES capacity is determined as:

Emax,MODE = CMODEATMODE = CMODE(Tup, MODE — ,Iiow, MODE)- (17)

To estimate the maximum heating power for the present mode of operation, the highest value
in data is chosen:

(max, MODE = ,hax Qin,MODE(t)At- (18)

€’/MoDE
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Stinner et al. [12] define the forced temporal flexibility as the period for each time step where
the power surplus of the heat pump working at maximum power, will be enabled to fully charge
the in-situ located TES from a fully discharged state. To this end, heating demand, heat loss
and generated heat (Figure 2, left). Hence, repeating this process for every time step ¢ with an
assumed discharged TES at the beginning, the forced temporal flexibility T¢,ceqamopE (fo) can be
determined by solving:

Tforced, MODE (£0) |

Z QmaxMoDE — Qdem, MODE (1) — Qloss, mopE(t) > Enax, MODE- (19)

t=to

In the same way, the delayed temporal flexibility is defined as the period the heat pump can be
switched off until the full energetic depletion of the TES is reached from a fully charged state.
Heat demand and heat losses lead to the depletion of the TES (Figure 2, right). Repeating this
process for every time step ¢, the delayed temporal flexibility Tgelayea mopE(to) can be determined
by solving:

Tdelayed MODE (0) |

Z Qdem. MoDE (t) + Qloss, mopE(t) > Enax, MODE (20)

t=to

Comparing the heat generated ), mope and the heat demand Qgem mope including storage
losses Qioss, MoDE» allows to calculate the forced and delayed temporal flexibility for each time
step, resulting in a function Tyoreeq(t) and Tgelayea (%), respectively. The feasible operation has to
take into account both constraining demands, resulting in the combined flexibility range (Figure
1, bottom). Since generated heat input is operation mode dependent, both thermal capacities
are exploited. Hence, both forced flexibilities accumulate to a combined forced temporal flexi-
bility where the function describes the upper bound of the flexibility range. Opposing, delayed
temporal flexibility as lower bound of the flexibility range takes the minimum available time of
both DHW and SH into account. Assuming the decision for full energetic depletion of the cho-
sen storage capacity, only one limit can be exploited at a time, otherwise comfort and system
boundaries will be violated.
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Figure 2. Schematic of the estimation methodology for forced (left) and delayed (right) temporal
flexibility, according to Stinner et al. [12].

Example & Results

Applying the methodology to a real-world heat pump system, the specifics of the system, in-
cluding the hydraulic scheme and sensor positions, have to be taken into account. We inves-
tigate a Weider Weitrona SW151 brine/water heat pump including a stratified storage with a
capacity of 1000 litres for DHW and SH, based in Vorarlberg, Austria, showing significant
seasonal variation. (Figure 1, top).
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Assuming a perfect stratification through stratification switches leads to the determination of
the thermal capacity of 2.3 kWh for DHW and 4.6 kWh for SH, respectively. Analogously,
the heat transfer characteristic (U A)mopg could be determined with 0.7 W/K for DHW and 0.9
WI/K for SH, respectively.

Based on that, iterative calculation of heat demand and heat loss for DHW and SH is imple-
mented and lead to the necessary profiles. Eventually, the determination of maximum thermal
storage capacity and maximum possible heating power provides the basis for the forced and
delayed temporal flexibility estimation. The temporal flexibility estimation is based on a data
set of one year.
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Figure 3. Determined forced and delayed temporal flexibility for DHW-, SH- and the combined
mode. Forced temporal flexibility (red) and delayed temporal flexibility (blue) shown for DHW/SH
mode (solid/dashed). Combined temporal flexibility range (green area) derived by boundary
conditions of forced and delayed temporal flexibility of DHW and SH.

Determined forced and delayed flexibility for DHW and SH are depicted for three consecutive
days in winter (Figure 3). Combined forced flexibility is derived by an accumulation of forced
flexibility for DHW and SH, shown as green curve. Thus, a maximum combined forced flexi-
bility of 24 minutes can be determined. The possible forced flexibility range lay within O and
24 minutes. Analogously, finding the minimum available delayed flexibility of DHW and SH
leads to the opposing maximum available delayed flexibility of the combined system. In the
time series of the three consecutive days, a maximum delayed flexibility of 6 hours can be de-
termined. The possible delayed flexibility range lays within O and 6 hours. Derived from these
two ranges, the overall range lay within 24 minutes forced and 6 hours of delayed flexibility.

While Figure 3 is taking different operation modes into account and shows the combined re-
sult, Figure 4 takes the whole year calculation of combined forced and delayed flexibility into
account, comparing three consecutive days of winter, summer and transition season. For forced
flexibility, peak times during the winter season, followed by intermediate flexibilities of tran-
sition and summer period, are observed. Hence, the lowest forced flexibilities are available
during summer, where the demand for SH is lowest. Opposing, delayed flexibility is highest
during the transition season. The decreased potential is identified in winter, continued by the
summer season. Contrary to peak flexibility, the highest delayed base flexibility is identified
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Figure 4. Comparison of the temporal flexibility range of three consecutive days during winter

(solid), summer (dashed) and in the transition period (dotted) marked as forced (red) and delayed
flexibilities (blue).

during summer season, followed by the transition and winter period. Comparing the amount of

possible flexibility in the example investigated, delayed flexibility shows a tremendously higher
potential than the forced operation.
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Figure 5. The daily mean of delayed temporal flexibility plotted against daily sum of DHW & SH
demand over a one year period.

Considering possible forced and delayed flexibility in more detail, four different scenarios for

DHW and SH temperature spreads (+5K) are investigated: reference case, +SDHW, +5SH and
+5DHW+5SH. Since forced and delayed flexibility show contrary flexibility characteristics due
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to heat demand, the relation between the daily mean of flexibility and the daily sum of DHW
and SH demand over a one year period is investigated. A decrease in the available delayed
flexibility correlates with rising demand (Figure 5). Consequently, the highest flexibilities are
found for days only showing little tap events within the range from 200 to 800 Wh.
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Figure 6. Left: The daily mean of combined forced temporal flexibility plotted against the daily
mean of outdoor temperature over a one year period. Right: The daily mean of delayed temporal
flexibility plotted against the daily mean of outdoor temperature over a one year period.

Figure 6 left refers to the forced flexibility, showing two of the scenarios investigated. The daily
mean of forced flexibility is plotted against the daily mean of outdoor temperature over a one
year period. A decrease in the available forced flexibility with rising outdoor temperatures in-
dependently from the scenarios is shown. Taking the same decay in every scenario into account,
a linear offset factor can be observed: 1.2 for +5SDHW, 1.6 for +5SH and 1.8 for +5SDHW+5SH
(Figure 7, left). Hence, the increase of the combined temperature spread +SDHW+5SH leads
to the highest potential. Comparison of the +5SDHW and the +5SH scenario shows a higher
flexibility per Kelvin in the SH scenario, which is derived by higher thermal capacity.

In contrast to forced flexibility, an increase in the available flexibility with rising outdoor tem-
peratures can be observed (Figure 6, right). For delayed flexibility, low SH use is related to
higher outdoor temperatures and provides more available capacity. The highest flexibility of
the investigated scenarios is observed in the combined +5SDHW+5SH scenario. Taking the
same increase in every scenario into account, an exponential offset factor can be observed: 1.1
for +5SDHW, 1.6 for +5SH and 1.7 for +5SDHW+5SH (Figure 7, right).

658



2.6 2.6

2.4+ 2.4+
2.2 2.2

2.0 2.0

relative change of forced flexibility (-)
relative change of delayed flexibility (-)

1.6 == 1.6
141 1.4+
1.2 1.2
1.0 T T T I.O T T T

* * * * * *

R - S, T, - 57 - Sz, D -

%58 XJ:S‘
4 4

Figure 7. Box-plots of the relative change of forced (left) and delayed (right) temporal flexibility
of different scenarios considered.

Discussion

Setup dependent thermal capacities and heat demand behaviour of DHW and SH decide on
the flexibility characteristic of the system. In the real-world application, forced and delayed
temporal flexibility showed quite different behaviour on demand. While forced flexibility rose
with high demand, delayed flexibility showed a decrease. Since SH demand and thermal capac-
ity dominated over the DHW case, forced and delayed temporal flexibility have been strongly
dependent on seasonal variations. Depending on the sizing of thermal capacities in other sys-
tem configurations, this may vary. Thus, an intelligent forecast of demand can lead to highly
reliable flexibility forecast and use.

Delayed temporal flexibility showed a significantly higher potential in all cases and scenarios.
Thus, in further application of flexibility range, an absolute difference of forced and delayed
flexibility has to be considered.

Additionally, the calculation of the relative change of flexibility showed that minor increments
of the limiting storage temperatures can lead to high improvements in forced and delayed flex-
ibility. Exemplary for the +5SH scenario, an increment of 5 Kelvin led to an improvement of
factor 1.6 in forced and delayed flexibility.

Conclusion

An extended method for flexibility estimation based on historical cloud data of a real-world
heat pump system has been presented. The method proposed, relied on robust simplifications
and estimates, employing process knowledge, energy balances and manufacturer’s information.
Resulting forced and delayed temporal flexibility, covering both, domestic hot water and space
heating demands as constraints, allowed to derive a flexibility range for the heat pump system.

The simulation was conducted for an entire year. Forced and delayed temporal flexibility of
each operation mode were calculated, deriving the combined flexibility, as well as the flexibility
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range. In the reference case, the derived flexibility range lay within 24 minutes of forced and 6
hours of delayed temporal flexibility. The best-case scenario of three additionally investigated
scenarios enhanced forced temporal flexibility by factor 1.8, delayed flexibility by about 1.7,
respectively.

The proposed flexibility estimation method not only provides insights into the system’s be-
haviour, it also enables the estimation of possible flexibility improvements and provides the
basis for a cloud-based system to estimate the flexibility of a fleet of heat pumps. As temporal
flexibility range is the basis for estimating power and energy flexibility, which is the first step
necessary to incorporate building energy systems into demand side management programs, this
work should be further extended.
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