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Activation of heat pump flexibilities is a viable solution to support balancing the grid via Demand Side 
Management measures and fulfill the need for flexibility options. Aggregators as interface between prosumers, 
distribution system operators and balance responsible parties face the challenge due to data privacy and technical 
restrictions to transform prosumer information into aggregated available flexibility to enable trading thereof. 
Thereby, literature lacks a generic, applicable and widely accepted flexibility estimation method for heat pumps, 
which incorporates reduced sensor and system information, system- and demand-dependent behaviour. In this 
paper, we adapt and extend a method from literature, by incorporating domain knowledge to overcome reduced 
sensor and system information. We apply data of five real-world heat pump systems, distinguish operation modes, 
estimate power and energy flexibility of each single heat pump system, proof transferability of the method, and 
aggregate the flexibilities available to showcase a small HP pool as a proof of concept.
1. Introduction

The growing share of intermittent renewable energy generation in 
the electrical grid increases the need for flexibility options (Jensen et 
al., 2017). Therefore, aggregation and utilization of demand side flexi-

bilities becomes increasingly important to help stabilizing the grid, and 
hence accelerate the integration of sustainable and clean energy pro-

duction (Chen et al., 2018). These two actions have to come along to 
support and really impact balancing the grid via Demand Side Manage-

ment (DSM) measures. The aggregation enables the determination of 
the possible potential of the bundled flexibilities of the single systems 
and allows an aggregator to trade the available flexibility with market 
participants, such as distribution system operators, balance responsible 
parties, and prosumers themselves (Olivella-Rosell et al., 2018; Gade 
et al., 2022). To trade and activate the aggregated flexibility, the time 
dependency and the economic value have to be considered by the ag-

gregator (Iria et al., 2019).

However, for the flexibility utilization, it is key to activate the pos-

sible potential of each single system on controller level (Arteconi and 
Polonara, 2018). Typical demand side flexibilities considered in liter-

ature are heat pump (HP) systems for space heating (SH) (Arteconi 
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et al., 2013) or domestic hot water (DHW) supply (Kepplinger et al., 
2015), which exhibit flexibility via building mass and thermal energy 
storage (TES) (D’hulst et al., 2015; Hewitt, 2012). Hewitt (2012) stated 
that the role of HPs cannot be underestimated in an effort to integrate 
greater amounts of electricity, since the dynamics of even relatively 
simple buildings already allow a degree of thermal management and 
flexibility.

To utilize the HP flexibility on controller level, the community 
clearly fosters Model Predictive Control (MPC) approaches as solution 
(Kuboth et al., 2019, 2020; Pean et al., 2019; Baumann et al., 2023). 
Thereby, field tests have been executed to show the DSM potential for 
DHW and/or SH use. Kuboth et al. (2019, 2020) operated two identi-

cal test rig setups each consisting of a HP with 500 l TES for SH use to 
compare MPC to a hysteresis strategy in a short-term (5 days) and a 
long-term investigation (125 days). Both investigations achieved load 
shifting while reducing cost and increasing efficiency. Likewise, Pean 
et al. (2019) compared a MPC approach to a hysteresis strategy by 
deployment of test rig comprising an HP for SH and DHW including 
a 200 l TES for DHW use only. Within a three-day test period, re-

sults showed the load shifting potential with a cost reduction and a 
minor increase in electrical energy consumption. In a previous study 
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(Baumann et al., 2023), we operated a test rig consisting of a HP with 
200 l TES for DHW use to also compare a MPC to a hysteresis strategy. 
Results of the one weekly test period showed 1) loads have been shifted 
to low price periods and 2) cost and energy reduction, as well as effi-

ciency increase have been achieved. Even though literature shows that 
an utilization of the potential is possible under laboratory settings, the 
implementation in real-world systems in the field is still a challenge to 
overcome. Therefore, the flexibility itself has to be determined based on 
existing historical data. Hence, the challenge also lies in the estimation 
of the flexibility under these real-world settings.

On aggregation level, the aggregator uses the information from the 
prosumers, which are system- and demand-dependent. In literature, 
studies widely consider perfect knowledge of prosumer data to deter-

mine and aggregate demand side flexibility (Iria et al., 2019). In reality, 
all the prosumer information necessary are rarely available, which hin-

ders flexibility estimation being the first step. Even more so, the access 
to prosumer data is difficult, as there are several obstacles to overcome: 
1) data privacy, 2) lack of sensor and system information, and 3) cost 
for sensor retrofit and energy management systems (You et al., 2021; 
Zeiselmair and Köppl, 2021).

Further, a unique definition to quantify flexibility does not exist as 
opposed to the controller level (Chen et al., 2018; Clauß et al., 2017; Li 
et al., 2021). Li et al. (2021) show that literature provides more than 61 
different flexibility definitions regarding aspects, such as comfort, emis-

sions, cost, duration, power, and energy. Only 58% of the definitions 
have a sufficient mathematical formulation, where 85% of the quan-

tification contains synthetic data and simulation, and less than 2% use 
real data. Furthermore, it is shown that the flexibility quantification is 
mostly considered in the building sector, where HPs cover about 26%
of all energy resources, TES and thermal mass as a passive storage ca-

pacity represent over 50% of the associated facilities. An in-depth view 
on studies considering in particular HP flexibility estimation methods 
(Arteconi and Polonara, 2018; D’hulst et al., 2015; Fischer et al., 2017; 
Nuytten et al., 2013; Devriese et al., 2019; Marijanovic et al., 2022; 
Stinner, 2018) confirms that real-world settings and application with 
reduced sensor information are rarely included (Devriese et al., 2019). 
However, even the studies considering power and energy flexibility for 
HPs differ. Arteconi and Polonara (2018) illustrate that flexibility is 
mostly characterized by: amount of power change, duration of change, 
rate of change, response time, shifted load, and maximum hours of load 
shifted. Additionally, the authors assess the potential during operation 
time with the parameters temporal flexibility, power capacity, and en-

ergy shifted, while considering demand response control signals. Similar 
to Arteconi and Polonara (2018), Fischer et al. (2017) introduce the 
flexibility parameters maximum power, mean power, shiftable energy, 
duration time, and regeneration time for a heat pump pool. Further, the 
authors suggest duration of activation and regeneration as new flexibil-

ity parameters to get insights on shifting cycles. Nuytten et al. (2013)

develop a more generic method to separate flexibility into a forced and 
delayed component. Results show that for HPs including a TES, the stor-

age capacity has an almost linear influence on flexibility. Though, no 
distinction between SH and DHW was made.

The most promising definition and overview is provided in the PhD 
thesis of Stinner (2018). He develops a generic estimation method to 
distinguish between temporal, power and energy flexibility considering 
the cyclic behaviour of the TES. To estimate the flexibility, the method 
relies on perfect knowledge of a single prosumer system. However, the 
work neither distinguishes between DHW and SH use, nor considers 
the integration of reduced sensor and system information of real-world 
HP systems. As HP systems often comprise several modes of operation 
to provide heat for DHW and SH use, a viable approach needs to con-

sider this. Reduced sensor information is often neglected in literature, 
assuming the rapid expansion of energy management systems dealing 
with this problem.

To summarize, literature lacks a transferable flexibility estimation 
2

method for HPs, which distinguishes DHW and SH use, deals with 
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reduced sensor and system information, and considers system- and 
demand-dependent behaviour. Further, the study should estimate sys-

tem characteristics and apply the method by incorporating real-world 
HP data and aggregate the estimated HP flexibilities.

We want to overcome this lack and contribute the following aspects 
to the community:

• Extension of a method from literature for flexibility estimation 
by considering reduced sensor and system information, as well as 
system- and demand-dependent behaviour.

• Application of the method developed to real-world HP data for a 
pool of different HP systems to prove the transferability.

• Analysis of seasonal influences on the HP flexibilities and of the 
dependence on thermal energy storage management.

• Aggregation of estimated HP flexibilities to provide a proof of con-

cept.

We achieve this by adaptation and extension of the method proposed 
by Stinner (2018) through incorporation of system knowledge to over-

come the reduced sensor and system information. The historical data, 
available to a heat pump manufacturer and operator, provide the base 
to estimate the system characteristics, temporal, power and energy flex-

ibility of real-world HP systems on aggregation level. The data does not 
cover state information on the refrigerant to allow for a detailed model 
of the refrigeration cycle. Therefore, we use a simplified refrigeration 
cycle model based on a compressor map. Via modeling a perfectly strat-

ified thermal storage, we can distinguish the energy demand for DHW 
and SH.

We investigate a single HP system to show the application of the 
methodology and to give insight into the flexibilities of one particular 
system. Further, we determine and compare the flexibilities of differ-

ent systems to give an overview on how the flexibility changes with 
respect to the system. Lastly, we aggregate the flexibility of the systems 
investigated, to showcase a small HP pool.

2. Methodology

In this Section, we establish the methodology to estimate the tempo-

ral, power and energy flexibility and distinguish into forced and delayed 
case. In Section 2.1, we give information about the real-world HP sys-

tem. In Section 2.2, we discuss the data preprocessing based on data 
provided by a heat pump manufacturer and operator. Section 2.3 estab-

lishes a method for system characteristics estimation necessary to adapt 
the flexibility estimation method by Stinner in Section 2.4. There, we 
define the forced and delayed temporal flexibility case considering the 
assumptions in accordance to the real-world HP system. In Section 2.5, 
the method is extended to the most important power and energy flexi-

bility definitions incorporating the temporal flexibility.

2.1. HP system overview

All real-world systems investigated are brine/water HPs from the 
Weitrona line of the HP manufacturer Weider Wärmepumpen GmbH 
including a stratified TES for DHW and SH, cf. Fig. 1. Every system is 
deployed in the small Central European region of Vorarlberg, Austria.

Normally, to apply a methodology to a real-world HP system, the 
specifics of the system, including the hydraulic scheme and sensor po-

sitions have to be taken into account, and, are of high importance. 
However, in reality one is confronted with data privacy and cost re-

ductive measures by manufacturers, which leads to a lack of system 
information. Due to these reductive measures by manufacturers, the sys-

tem comes without comprehensive metering of pressure, temperature, 
power, and flow. Instead, our approach only uses a given compres-

sor’s map of characteristics and those sensors which are needed for 
operation. Measurements available with a resolution of one minute in-
clude evaporation temperature, flow temperature, DHW temperature 
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Fig. 1. Technical scheme of the HP system with all sensors and parameters available. Evaporation temperature 𝑇evap (°C) and operation times  (-) and SH (-) are 
measured inside the refrigeration cycle, whereas flow temperature 𝑇flow (°C), DHW temperature 𝑇DHW (°C) and SH temperature 𝑇SH (°C) are measured on the demand 
side.

Table 1

Overview of the HP systems investigated, including HP type, power consumption, and heating 
power at different supply temperatures, as well as the measured parameters.

System 1 2 3 4 5

HP type (brine/water) SW121 SW71 SW71 SW71 SW71

Power consumption 35°C/55°C (kW) 2.1 / 3.2 1.3 / 1.9 1.3 / 1.9 1.3 / 1.9 1.3 / 1.9

Heating power 35°C/55°C (kW) 10.5 / 9.6 5.9 / 5.4 5.9 / 5.4 5.9 / 5.4 5.9 / 5.4
(upper thermal capacitance), SH temperature (lower thermal capaci-

tance), and operation times, cf. Fig. 1. These reduced information forces 
us to make assumptions on the calculation of electrical power 𝑃el, cool-

ing power �̇�cool, DHW demand �̇�DHW and SH demand �̇�SH. On the one 
hand, electrical power and cooling power are determined by using the 
compressor’s map of characteristics, on the other hand DHW and SH 
demand are also determined by using process knowledge and forward 
calculation.

2.2. Data preprocessing

We investigate five different HP systems with the specifications and 
parameters given in Table 1. Hereby, two types of compressors with dif-

ferent power ratings have to be considered. Further, data of six sensors 
are recorded, cf. Fig. 1. These sensors include the evaporation temper-

ature 𝑇evap and the operation times  , and SH, which are measured at 
the heat exchanger outlet and on the compressor, respectively. On the 
demand side, the flow temperature 𝑇flow, DHW temperature 𝑇DHW and 
SH temperature 𝑇SH are measured in the supply pipe of the TES, the 
upper thermal capacitance, and the lower thermal capacitance, respec-

tively.

The data set of each of the five systems used, ranges in the time pe-

riod from the 01/01/2021 to the 01/01/2022, and considers 3,153,600 
data points each. Each data point refers to one minute. System latency 
leads to deviations of a few seconds in the date recorded. Further, sys-

tem malfunctions can lead to the loss of single values. Therefore, we 
pre-process the data to:

• adapt the time stamps to a consistent one minute resolution,

• close small data gaps through a forward-fill,

• delete possible duplicated values,

• sort values according to the time stamp, and

• cast the data to the data type necessary.

Via a function developed, the compressor run time parameters are ad-

justed, such that later a distinction between DHW, SH and idle times 
3

can be made.
2.3. System characteristics estimation

In this chapter, we define the method to estimate the system char-

acteristics necessary to further determine the flexibilities of the HP 
systems in Section 2.4 and 2.5. For each mode of operation, the elec-

trical power 𝑃el and the cooling power �̇�cool are determined via the 
compressor’s map of characteristics. Further for each mode, the ther-

mal capacity, the heat transfer characteristics, and the heat demand are 
estimated via process knowledge and forward calculation.

Defining operation times for DHW and SH via the measured com-

pressor run times allows distinguishing between specific operation 
modes. The HP is either operated to supply heat for DHW or SH, or 
it is switched off, i.e., the total set of discrete-time steps  =

{
𝑡1,⋯ , 𝑡𝑛

}
can be divided into disjoint subsets,

 = DHW ⊔ SH ⊔ OFF. (1)

To easily formulate relationships for both operation modes, we refer to 
the subscript ⋅𝑀 , e.g., 𝑀 can refer to SH or DHW.

Polynomial regression of the compressor’s map of characteristics is 
used to calculate the cooling power �̇�cool and electrical power 𝑃el of 
the compressor, as no power or energy meter is available. Even though 
the compressor’s map of characteristics is a well-established way in lit-
erature to determine the power of a HP, one has to consider that the 
power estimated can deviate from the real performance of the HP. How-

ever, since the European standard EN 14511-3:2022 allows a power 
deviation of 5% for an HP compressor and we further compare dif-

ferent HP systems with each other, these minor deviations from the 
compressor’s map of characteristics to the real HP performance can be 
neglected (EN 14511-3:2022, 2022). Hence, the required power is esti-

mated by using the operation times 𝑀 and the polynomials are given 
by the manufacturer based on data recorded on a standardized test-rig 
for several operating points. The compressor’s map of characteristics 
to estimate electric power, and cooling power is given as a third degree 
polynomial in condensation temperature 𝑇cond and evaporation temper-
ature 𝑇evap.
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𝑃el,𝑀 = 𝐶0 +𝐶1𝑇evap +𝐶2𝑇flow +𝐶3𝑇
2
evap

+𝐶4𝑇evap𝑇flow +𝐶5𝑇
2
flow

+𝐶6𝑇
3
evap +𝐶7𝑇flow𝑇

2
evap
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2
flow
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3
flow

, (2)

�̇�cool,𝑀 = 𝐶0 +𝐶1𝑇evap +𝐶2𝑇flow +𝐶3𝑇
2
evap

+𝐶4𝑇evap𝑇flow +𝐶5𝑇
2
flow

+𝐶6𝑇
3
evap +𝐶7𝑇flow𝑇

2
evap

+𝐶8𝑇evap𝑇
2
flow

+𝐶9𝑇
3
flow

. (3)

Since the condensation temperature is not recorded by measurement, 
the flow temperature is used as an estimate of the condensation tem-

perature, i.e. 𝑇cond ≈ 𝑇flow.

Then, at each time step 𝑡, the heating power �̇�in for both modes of 
operation, DHW and SH, is calculated as follows,

�̇�in,𝑀 (𝑡) = 𝑃el,𝑀 (𝑡) + �̇�cool,𝑀 (𝑡). (4)

Determination of heat transfer characteristics (𝑈𝐴)DHW and (𝑈𝐴)SH

of the TES, as well as the thermal storage capacities 𝐶DHW and 𝐶SH is 
based on the assumption of a perfectly stratified storage (stratification 
switches) leading to the following energy balances for each operation 
mode,

𝐶𝑀𝑑𝑇𝑀

𝑑𝑡
= �̇�in,𝑀 (𝑡) − �̇�loss,𝑀 (𝑡) − �̇�dem,𝑀 (𝑡). (5)

We assume the heat flow from the HP to the storage to take place in 
the respective storage layer.

TES capacities 𝐶DHW and 𝐶SH are determined by identifying the 
shortest heating period for which no demand occurs, assuming losses 
to be negligible,

𝐶𝑀 =

∑𝑡2
𝑡1
�̇�in,𝑀 (𝑡)Δ𝑡

(𝑇𝑀 (𝑡2) − 𝑇𝑀 (𝑡1))(𝑡2 − 𝑡1)
, (6)

where (𝑡1, 𝑡2) = arg min
𝑡1 ,𝑡2∈𝑀

𝑡2 − 𝑡1, (7)

s. t. 𝑇𝑀 (𝑡2) = 𝑇up,𝑀 , (8)

𝑇𝑀 (𝑡1) = 𝑇low,𝑀 , (9)

�̇�in,𝑀 (𝑡) > 0 ∀𝑡 ∈
[
𝑡1, 𝑡2

]
. (10)

Here, 𝑇up,𝑀 and 𝑇low,𝑀 refer to the upper and lower set point tempera-

ture, respectively.

Analogously, in Eq. (11), heat transfer characteristics (𝑈𝐴)DHW and 
(𝑈𝐴)SH have been determined, by using maximum duration non-heating 
periods, assuming to reflect no demand,

(𝑈𝐴)𝑀 =
𝐶𝑀 (𝑇𝑀 (𝑡2) − 𝑇𝑀 (𝑡1))
(𝑇𝑀 (𝑡2) − 𝑇∞)(𝑡2 − 𝑡1)

, (11)

where (𝑡1, 𝑡2) = arg max
𝑡1 ,𝑡2∈OFF

𝑡2 − 𝑡1, (12)

s. t. 𝑇𝑀 (𝑡1) = 𝑇up,𝑀 , (13)

𝑇𝑀 (𝑡2) = 𝑇low,𝑀 , (14)

�̇�in,𝑀 (𝑡) = 0 ∀𝑡 ∈
[
𝑡1, 𝑡2

]
. (15)

Reformulating Eq. (5) with parameters (𝑈𝐴)𝑀 and 𝐶𝑀 allows de-

termining the demand as follows,

�̇�dem,𝑀 (𝑡) = �̇�in,𝑀 (𝑡)

− (𝑈𝐴)𝑀
(
𝑇𝑀 (𝑡) − 𝑇∞(𝑡)

)
−𝐶𝑀

(
𝑇𝑀 (𝑡+Δ𝑡)

− 𝑇𝑀 (𝑡)
)
,∀𝑡 ∈ 𝑀. (16)
4

The maximum available TES capacity is determined by
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Fig. 2. Graphical abstract of the method proposed to derive a temporal, power 
and energy flexibility and to aggregate flexibilities for a flexibility aggregator.

𝐸max,𝑀 = 𝐶𝑀Δ𝑇𝑀

= 𝐶𝑀 (𝑇up,𝑀 − 𝑇low,𝑀 ). (17)

To estimate the maximum heating power and energy for the present 
mode of operation, the highest value in data is chosen,

�̇�max,𝑀 =max
𝑡∈𝑀

�̇�in,𝑀 (𝑡), (18)

𝑄max,𝑀 =max
𝑡∈𝑀

�̇�in,𝑀 (𝑡)Δ𝑡. (19)

Determination of the specific parameters results in a one hour reso-

lution of the later results.

2.4. Temporal flexibility

According to Stinner (2018), temporal flexibility can be divided into 
forced and delayed temporal flexibility. The former refers to the maxi-

mum operation time of the HP until the storage is fully charged, the 
latter to the time until full depletion of the storage. We adapt this 
method by distinguishing into DHW and SH use for the two thermal 
capacities, to derive a combined forced and delayed flexibility range 
for the overall HP system, see Fig. 2. Within the flexibility range the 

user comfort (for DHW or SH use) is ensured at all times, as the HP 
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Fig. 3. Schematic of the estimation methodology for forced (left) and delayed 
(right) temporal flexibility, according to Stinner (2018).

power, the HP operation, and the demands are considered. This distinc-

tion allows a detailed view on the system compared to methods from 
literature. The proposed method not only allows to be transferred to 
other HP systems but also provides the basis for a cloud-based system 
to estimate the flexibility of a fleet of HPs. In the following sections, the 
necessary steps are explained in detail.

Stinner (2018) defines the forced temporal flexibility for each time 
step as the period necessary to fully charge the TES by the surplus power 
of the HP working at maximum power, cf. Fig. 3. Hence, repeating this 
process for every time step 𝑡 with an assumed discharged TES at the 
beginning, the forced temporal flexibility 𝜏for,𝑀 (𝑡0) can be determined 
by solving

𝜏for,𝑀 (𝑡0)∑
𝑡=𝑡0

𝑄max,𝑀 −𝑄dem,𝑀 (𝑡) −𝑄loss,𝑀 (𝑡)
!≥𝐸max,𝑀 . (20)

In the same way, the delayed temporal flexibility is defined as the 
period the HP can be switched off until the full energetic depletion of 
the TES is reached from a fully charged state. Heat demand and heat 
losses lead to the depletion of the TES (Fig. 3, right). Repeating this 
process for every time step 𝑡, the delayed temporal flexibility 𝜏del,𝑀 (𝑡0)
can be determined by solving

𝜏del,𝑀 (𝑡0)∑
𝑡=𝑡0

𝑄dem,𝑀 (𝑡) +𝑄loss,𝑀 (𝑡)
!≥𝐸max,𝑀 . (21)

A feasible operation has to take into account both constraining de-

mands, resulting in the combined flexibility range, cf. Fig. 2. Since 
generated heat input is operation mode dependent, both thermal ca-

pacities are exploited. Hence, both forced flexibilities accumulate to a 
combined function describing the upper bound of the flexibility range. 
Opposing, delayed temporal flexibility as lower bound of the flexibility 
range takes the minimum available time of both DHW and SH into ac-

count. Assuming the decision for full energetic depletion of the chosen 
5

storage capacity, only one limit can be exploited at a time, otherwise 
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comfort and system boundaries being violated. These operation con-

straints apply further for power and energy flexibility to estimate the 
overall system’s flexibility.

2.5. Power and energy flexibility

The temporal flexibility estimation provides the basis for further 
calculation of power and energy flexibility. The derived combined tem-

poral flexibility range from Section 2.4 provides the input in this Section 
for the calculation of the power and energy flexibility. The combined 
temporal flexibility range is taken to consider the overall HP system’s 
flexibility and the different operation modes. Hence, all parameter in-

puts are considered for the combined case. The power curves are de-

termined by comparing maximum electrical power 𝑃max (forced) and 
minimum electrical power 𝑃min (delayed) to the reference case 𝑃ref, 
which represents the measured power by the HP. The resulting power 
curve equals to the flexible power available. Similarly to Eq. (18), the 
maximal electrical power can be calculated as follows,

𝑃max =max
𝑡∈ 𝑃el(𝑡). (22)

Both power flexibilities can be described as follows, starting at time 𝑡,

𝜋flex,for(𝑡, 𝜉 − 𝑡) = 𝑃max(𝜉) − 𝑃ref(𝜉)

where 𝑡 ≤ 𝜉 ≤ 𝑡+ 𝜏for(𝑡), (23)

𝜋flex,del(𝑡, 𝜉 − 𝑡) = 𝑃ref(𝜉) − 𝑃min(𝜉)

where 𝑡 ≤ 𝜉 ≤ 𝑡+ 𝜏del(𝑡). (24)

As in most cases the minimum electrical power will be zero, the 
delayed flexibility power curve equals to the reference curve. While the 
facilitation of the power (forced or delayed) is also dependent on the 
opposite process (whether discharging or charging), the whole storage 
cycle is taken into account. To incorporate the storage cycle, the cycle 
power flexibilities can be described by,

𝜋cycle,for(𝑡) =

{ ∫ 𝜏for (𝑡)
0 𝜋flex,for(𝑡,𝜉) d𝜉

𝜏for(𝑡)+𝜏del(𝑡)+𝜏for(𝑡))
0

, if 𝜏for(𝑡) > 0
, if 𝜏for(𝑡) = 0 , (25)

𝜋cycle,del(𝑡) =

{ ∫ 𝜏del(𝑡)
0 𝜋flex,del(𝑡,𝜉) d𝜉

𝜏del(𝑡)+𝜏for(𝑡)+𝜏del(𝑡))
0

, if 𝜏del(𝑡) > 0
, if 𝜏del(𝑡) = 0 . (26)

Energy flexibility is used, to compare different flexibility options 
to each other, being a combination of temporal flexibility and power 
flexibility. As the usage of flexibility in preceding periods affects the 
availability of the flexibility in the current state, it is necessary to take 
the storage cycles in account to derive quantities reflecting these depen-

dencies. The resulting energy flexibility value indicates the maximum 
possible energy that can be delivered in forced or delayed operation 
over the year,

𝜖for,year =

𝑡year

∫
0

𝜋cycle,for(𝜉) d𝜉, (27)

𝜖del,year =

𝑡year

∫
0

𝜋cycle,del(𝜉) d𝜉. (28)

The methodology presented extended the method by Stinner (2018)

by distinguishing the thermal storage capacities and operation modes 
into DHW and SH use and, thereby, deriving a combined temporal flex-

ibility range. With the combined temporal flexibility range, we are able 
to estimate the available power- and energy flexibility of the overall 
single HP system considering the different operation modes. The esti-

mation of the heat transfer characteristics and the thermal capacities 
of each mode is enabled through integration of process knowledge and 

forward calculation. Of particular interest are the power- and energy 
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Fig. 4. Determined forced and delayed temporal flexibility for DHW-, SH- and 
the combined mode. Forced temporal flexibility (red) and delayed temporal 
flexibility (blue) shown for DHW/SH mode (solid/dashed). Combined temporal 
flexibility range (green area) derived by boundary conditions of forced and 
delayed temporal flexibility of DHW and SH.

flexibility, as the former is a measure on how much imbalance could be 
compensated, and the latter a measure on how long the power flexibil-

ity would be available. The methodology presented enables flexibility 
aggregators to not only estimate the available power- and energy flexi-

bility of single HP systems, but also aggregate the flexibilities of a fleet 
of HP systems. In this study, the aggregation is enabled by accumulation 
of the flexibilities considered. The coincidence of HP systems operation 
in a fleet or quarter are not investigated in this study. As coincidence is 
caused by outside temperatures for SH and human behaviour for DHW, 
territorial near systems might tend to operate in similar time periods. 
On the one hand, this might offer even higher potential flexibility for 
the aggregator and, on the other hand, the possibility to shift loads for 
DSM.

3. Results and discussion

In Section 3.1, we investigate a single HP system to show the appli-

cation of the methodology and to give insight into the flexibilities of one 
particular system. In Section 3.2, we determine and compare the flexi-

bilities of different systems to give an overview on how the flexibility 
changes with respect to the system. Lastly, in Section 3.3, we aggregate 
the flexibility of all investigated systems to show how much aggregated 
flexibility a small HP pool can possibly provide.

Please note that the evaluated box plots of flexibility distributions 
with whiskers from minimum to maximum declare no outliers.

3.1. Single heat pump system

For the single system, we investigate a Weider Weitrona SW71 HP 
system.

Assuming a perfect stratification (stratification switches) leads to 
the determination of the thermal capacity 𝐸max,𝑀 to be 3.75 kWh for 
DHW and 3.95 kWh for SH, respectively. Analogously, the heat transfer 
characteristic (𝑈𝐴)𝑀 is determined as 0.23 W/K for DHW and 1.11 
W/K for SH, respectively.

Based on these values, iterative calculation of heat demand and heat 
loss for DHW and SH is implemented and leads to the necessary profiles. 
The flexibility estimation is based on a data set of one year.

In Fig. 4 the forced and delayed temporal flexibility, determined 
for DHW and SH are depicted for three consecutive days in winter. 
Combined forced temporal flexibility is derived by an accumulation of 
forced temporal flexibility for DHW and SH, shown as green curve. 
Thus, a maximum combined forced temporal flexibility of 1.8 hours 
6

can be determined. The possible forced temporal flexibility range lays 
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Fig. 5. Left: The daily mean of combined forced temporal flexibility plotted 
against the daily mean of outdoor temperature over a one year period. Right: 
The daily mean of delayed temporal flexibility plotted against the daily mean 
of outdoor temperature over a one year period.

Fig. 6. Relative change of forced (left) and delayed (right) combined tempo-

ral flexibility considering different temperature spread scenarios of the thermal 
energy storage.

within 0.8 and 1.8 hours. Analogously, finding the minimum available 
delayed temporal flexibility of DHW and SH leads to the opposing max-

imum available delayed temporal flexibility of the combined system. 
In the time series of the three consecutive days, a maximum delayed 
temporal flexibility of 7 hours can be determined. The possible delayed 
temporal flexibility range lays within 0.5 and 7 hours. Derived from 
these two ranges, the overall range lays within 1.8 hours forced and 7 
hours of delayed temporal flexibility.

Considering possible forced and delayed temporal flexibility in 
more detail, four different scenarios for DHW and SH temperature 
spreads (+5K) are investigated: reference case, +5DHW, +5SH and 
+5DHW+5SH.

Fig. 5 (left) refers to the forced temporal flexibility, showing two of 
the scenarios investigated. The daily mean of forced temporal flexibility 
is plotted against the daily mean of outdoor temperature over a one 
year period. A decrease in the available forced temporal flexibility with 
rising outdoor temperatures for all scenarios considered is shown. The 
following average proportionality can be observed: 1.3 for +5DHW, 1.5 
for +5SH and 1.8 for +5DHW+5SH, cf. Fig. 6 (left). Hence, the increase 
of the combined temperature spread +5DHW+5SH leads to the highest 
potential, followed by the +5SH, and the +5DHW scenario. Comparison 
of the +5DHW and the +5SH scenario shows a higher flexibility per 
Kelvin in the SH scenario, which can be accounted to the higher thermal 
capacity.

In contrast to forced temporal flexibility, an increase in the available 
delayed temporal flexibility with rising outdoor temperatures can be ob-

served, cf. Fig. 5 (right). For delayed temporal flexibility, low SH use is 

related to higher outdoor temperatures and provides more available ca-
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Table 2

Overview of the identified heat transfer characteristics and maximum thermal capacities of 
each HP system.

System 1 2 3 4 5

(𝑈𝐴)DHW/(𝑈𝐴)SH (W/K) 0.35 / 0.63 0.23 / 1.11 0.26 / 1.48 0.23 / 0.48 0.26 / 0.85

𝐸DHW/𝐸SH (kWh) 6.40 / 2.27 3.75 / 3.95 2.45 / 4.53 3.27 / 0.87 3.82 / 4.57
Fig. 7. Forced (left) and delayed (right) cycle power flexibility for winter, transi-

tion and summer season considering the cyclic behaviour of the thermal energy 
storage.

pacity. The highest flexibility of the scenarios investigated is observed 
in the combined +5DHW+5SH scenario. The following average propor-

tionality can be observed: 1.1 for +5DHW, 2.0 for +5SH and 2.1 for 
+5DHW+5SH, cf. Fig. 6 (right).

Based on the temporal flexibility, the power flexibilities are calcu-

lated. Hence, forced and delayed cycle power flexibility are determined 
for a one year period and three consecutive days in winter, transition 
and summer season are compared, cf. Fig. 7. While a clear decay in av-

erage power flexibility is observed in both, forced and delayed case, 
the forced case shows high spreads from minimum to maximum in all 
seasons (left). Compared to the average values of each season (winter 
0.6 kW, transition 0.5 kW and summer 0.3 kW), maximum values are 
doubling and minimum values are halving, respectively. In the delayed 
case the average power flexibility is about ten-fold smaller than in the 
forced case (winter 0.05 kW, transition 0.03 kW and summer 0.015 kW). 
Hence, the winter season shows in both cases the highest potential com-

pared to the other two seasons. This can be attributed to the higher 
demand, as winter also includes SH use. The big difference in forced 
and delayed potential is the result of TES sizing, demand- and power 
injection times.

3.2. Comparison of multiple systems

We applied the method to five HP systems and investigated the 
power and energy flexibility available. The investigation is done to 
prove transferability, and to give an overview how the flexibility 
changes with respect to the system given. The flexibility estimation was 
done for a one year period. The HP specs with the parameters deter-

mined for the heat transfer characteristics and the maximum thermal 
storage capacity are shown in Table 2.

Fig. 8 shows box plots of forced and delayed cycle power flexibil-

ity. In the forced case (left), the power flexibility averages in system 
2, 3, and 5 roughly around 0.2 kW, where maxima around 1.4 kW are 
recorded. However, system 1 and 4 deviate from all other systems with 
higher average values (2 kW and 1 kW) and maxima around 3.8 kW. Due 
to the lower thermal capacity for SH, most of the flexibility in these two 
systems comes from the thermal capacity for DHW, where the HP op-

erates at higher temperatures and higher power. In the delayed case 
(right), box plots of all systems show average values around 0.02 kW. 
7

All other systems, apart from system 5, show maximum values of 10 
Fig. 8. Forced (left) and delayed (right) cycle power flexibility of the 5 systems 
considered, and aggregation of all systems for a one year period. The resolu-

tion of the cycle power flexibility considers the cyclic behaviour of the thermal 
energy storage.

Fig. 9. Ratio of forced (left) and delayed (right) yearly energy flexibility to the 
available thermal capacity of all 5 systems. The ratio is displaying the amount 
of theoretically achievable loading and depletion cycles per year.

to 20-fold the average. This high deviation can be contributed to high 
demands, as they cause high peaks in delayed cycle power flexibility.

To obtain a view on the utilization of the TES, the yearly available 
forced and delayed energy flexibility are calculated and compared to the 
TES capacity, cf. Fig. 9. Thereby, the ratio is an indicator on how often 
during one year the TES can be energetically fully loaded or depleted.

In the forced case, values of system 2,3 and 5 range between 210 
and 450, whereas system 1 and 4 peak with values from 2100 to 2700 
(left). This means for systems 2, 3, and 5, roughly only once per day the 
TES can be fully loaded with the surplus of HP power. In the delayed 
case, values of all systems range between 1.0 and 3.2, while system 
5 shows the smallest value of 0.2 (right). For system 2, 3, and 5, one 
can observe that the involved components are not sized optimally with 
respect to each other and/or demand. Oversizing of the system com-

ponents (TES, HP) with respect to demand, leads to higher flexibility. 
Results (Fig. 8 and 9) show that even though system specifications are 
similar, e.g., compressor class, available flexibilities differ because of 
the high dependency on the system setup and user behaviour, cf. sys-

tem 2, 3, 4, and 5. The higher amount of loading cycles in system 1 

and 4 is, among others, a result of the lower thermal capacity for SH. 
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Fig. 10. Stacked area plot for forced cycle power flexibility of all 5 systems in winter (left) and summer season (right). The stacked systems show single and 
aggregated quantity of the available flexibility. Dashed lines indicate the minimum aggregated flexibility, while the dotted lines represent the average aggregated 
flexibility.
It shows that the systems provide flexibility with respect to HP power 
and user demand.

3.3. Flexibility aggregation

Aggregation of single HP flexibilities spawns the ability of the ag-

gregator to trade with them. Even though the actual application is out 
of scope of this study, we aggregated the power and energy flexibilities 
of the five HP systems from a small Central European region (Vorarl-

berg, Austria). The HP systems are single operated, and thus, do not 
consider the adjustment to other HPs’ load. Hence, the coincidence of 
HP systems is not investigated in detail.

Fig. 8 shows the box plots for the forced (left) and delayed cycle 
power flexibility (right). The comparison of forced and delayed power 
flexibility, expressed as ratio, shows that the forced power flexibility 
is between 11 and 94-fold higher in average than in the delayed case. 
Thereby, system 1 and 4 can provide the highest share of flexibility. The 
sum of all systems results in an average power flexibility for the forced 
case of 4.3 kW with a maximum at 9.6 kW. Opposing, the delayed case 
shows an average of 0.02 kW, peaking at 0.4 kW.

However, as the box plots represent a one year period, seasonal 
variations are hardly distinguishable. Since the forced cycle power case 
attains more potential than the delayed case, we investigated the sea-

sonal variation of the forced case for a one week period in winter and 
summer, cf. Fig. 10. The stack area plot shows each system’s poten-

tial, as well as the aggregated potential of all single systems as sum. 
In the winter week (left), systems 1 and 4 show a high power poten-

tial of around 3 kW compared to all other systems. The aggregation of 
all systems shows an average of 7.3 kW (dotted), while a minimum of 
4.4 kW (dashed) is always attainable. In the summer week (right) the 
overall potential is more than 4-times less compared to the winter sce-

nario. Hereby, the permanently available power of 4.4 kW in winter, 
represents roughly the maximum in summer. While, a power of 0.8 kW

(dashed) is permanently available, the average lays around 1.8 kW (dot-

ted) in summer. The flexibility pattern in summer indicates more peaks, 
which is the result of no SH use, and highly volatile DHW use. In winter 
SH use leads to a more steady flexibility pattern, and up to four times 
more forced potential.

To summarize, we estimated the temporal, power and energy flex-

ibility of a HP pool. Furthermore, the impact on the flexibility by sea-

sonal variation and increment of temperature boundaries in the TES was 
investigated. We aggregated the power flexibilities of each single sys-

tem to obtain insight on the achievable potential of the HP pool. Results 
led to the following main observations:

• For the temporal flexibility of the single system, the delayed case 
shows a 4-fold higher potential than the forced case. Moreover, 
if temperature spreads in the TES are increased by 5 Kelvin, the 
8

temporal flexibility potential almost doubles.
• The investigation of the cycle power flexibility reveals a trend op-

posed to the results gained for the temporal flexibility. In terms 
of power flexibility, results show that the forced case exceeds the 
delayed potential by a factor of ten. Further, seasonal variations 
halve the average potential of both cases from winter to summer. 
This can be attributed to the higher demand in winter including SH 
use.

• Seasonal variations impact all cycle power flexibilities of the HP 
pool, as the forced and the delayed potential in each case more 
than halves in summer compared to winter season. This behaviour 
is referable to one mentioned above.

• The aggregation of the cycle power flexibilities leads to an yearly 
average in the forced case of about 4.3 kW and 0.02 kW in the de-

layed case, respectively. Investigating seasonality clarifies that the 
maximum achievable power in summer is achievable all the time 
in winter (≈ 4.4 kW).

• Likewise to the power flexibility, the forced energy flexibility 
shows a bigger potential than the delayed case. Even though the 
cycle times are 5-fold in the delayed case, this does not result in 
the same amount of available energy flexibility than in the forced 
case. Derived from that, it seems obvious that the forced flexibil-

ity leads to a higher storage exploitation (210-2700 full charging 
cycles) than the delayed case (1-3 full depletion cycles).

• Available flexibility varies in each system, even though system 
specifications, e.g., compressor class, are similar. A high depen-

dency on system setup and user behaviour shows the clear necessity 
of a device and user-specific estimation method for flexibility. A 
method based on data collected in the field, as the one proposed, 
provides such capabilities.

4. Conclusions

The utilization of HP flexibilities can help balancing the grid via 
DSM measures and lets flexibility providers benefit financially. How-

ever, participation for end customers in the flexibility market is only 
possible via an aggregator. The aggregator aims maximizing his trad-

ing profits via provision of coupled HP flexibilities. To determine, how 
much flexibility (power and energy) a set of HPs provides, the aggre-

gator needs a transferable method with distinction of DHW and SH. 
Additionally, the method must be real-world applicable, thus able to 
incorporate reduced sensor and system information. To this day, litera-

ture covers a big number of specific flexibility estimation methods, but 
a unique definition does not exist.

Therefore, we extended a promising method from literature to dis-

tinguish between DHW/SH use and incorporate reduced sensor infor-

mation. Furthermore, we applied the method to real-world data of five 
single HP systems to prove the transferability. We were able to identify 

the individual user demand, the heat transfer characteristics, and the 
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dimensioning of each system, as well as to quantify the flexibility of the 
HP pool and of each subsystem.

Results show the potential of the forced power- and energy flexi-

bility of each system compared to the delayed cases being significantly 
higher. Likewise, seasonal changes have to be considered, as in sum-

mer no SH use decreases the available power- and energy flexibility. 
The integration of space cooling might solve this problem and reduce 
the flexibility decrease in summer.

As the available flexibility varies in each system dependent on the 
system setup and the user behaviour, the necessity of a system-specific 
flexibility estimation method is shown.

From the method and the results obtained, the aggregator is able to 
derive the information necessary to market the flexibilities.
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